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Comitato per l'intelligenza artificiale (CAI)
Convenzione quadro del Consiglio d’Europa sull’intelligenza artificiale e i diritti umani, la democrazia e lo Stato di diritto

Preambolo

Gli Stati membri del Consiglio d’Europa e gli altri firmatari della presente Convenzione,

Considerando che lo scopo del Consiglio d'Europa è quello di realizzare una maggiore unità

tra i suoi membri, basata in particolare sul rispetto dei diritti umani, della democrazia e

dello Stato di diritto;

Riconoscendo l’importanza di promuovere la cooperazione tra le Parti della presente

Convenzione e di estendere tale cooperazione ad altri Stati che condividono gli stessi valori;

Consapevoli dell’accelerazione degli sviluppi scientifici e tecnologici e dei profondi

cambiamenti apportati dalle attività all’interno del ciclo di vita dei sistemi di intelligenza

artificiale, che hanno il potenziale di promuovere la prosperità umana così come il

benessere individuale e sociale, lo sviluppo sostenibile, l’uguaglianza di genere e la

l’emancipazione di tutte le donne e le ragazze, nonché altri importanti obiettivi e interessi,

rafforzando il progresso e l’innovazione;

Riconoscendo che le attività nell’ambito del ciclo di vita dei sistemi di intelligenza artificiale

possono offrire opportunità senza precedenti per proteggere e promuovere i diritti umani,

la democrazia e lo stato di diritto;

Preoccupato che alcune attività nel ciclo di vita dei sistemi di intelligenza artificiale possano

minare la dignità umana e l’autonomia individuale, i diritti umani, la democrazia e lo Stato

di diritto;

Preoccupato per i rischi di discriminazione nei contesti digitali, in particolare quelli che

coinvolgono sistemi di intelligenza artificiale, e il loro potenziale effetto di creare o

aggravare le disuguaglianze, comprese quelle sperimentate dalle donne e dagli individui in

situazioni vulnerabili, per quanto riguarda il godimento dei loro diritti umani e la loro piena

uguaglianza e la partecipazione effettiva agli affari economici, sociali, culturali e politici;

a
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Preoccupato per l’uso improprio dei sistemi di intelligenza artificiale e contrario all’uso di

tali sistemi per scopi repressivi in ​​violazione del diritto internazionale sui diritti umani,

anche attraverso pratiche di sorveglianza e censura arbitrarie o illegali che erodono la

privacy e l’autonomia individuale;

Consapevoli del fatto che i diritti umani, la democrazia e lo stato di diritto sono

intrinsecamente intrecciati;

Convinti della necessità di istituire, in via prioritaria, un quadro giuridico applicabile a livello

globale che stabilisca principi generali e regole comuni che disciplinino le attività nell’ambito

del ciclo di vita dei sistemi di intelligenza artificiale, che preservi efficacemente i valori

condivisi e sfrutti i benefici dell’intelligenza artificiale per la promozione di questi valori in

modo favorevole all’innovazione responsabile;

Riconoscendo la necessità di promuovere l’alfabetizzazione digitale, la conoscenza e la

fiducia nella progettazione, nello sviluppo, nell’uso e nello smantellamento dei sistemi di

intelligenza artificiale;

Riconoscendo il carattere quadro della presente Convenzione, che potrà essere integrata

da ulteriori strumenti per affrontare questioni specifiche relative alle attività all’interno del

ciclo di vita dei sistemi di intelligenza artificiale;

Sottolineando che la presente Convenzione è intesa ad affrontare le sfide specifiche che

emergono durante l'intero ciclo di vita dei sistemi di intelligenza artificiale e a incoraggiare

la considerazione dei rischi e degli impatti più ampi legati a queste tecnologie, compresi, ma

non limitati a, la salute umana e l'ambiente e le questioni socioeconomiche aspetti quali

l'occupazione e il lavoro;

Prendendo atto degli sforzi rilevanti per promuovere la comprensione e la cooperazione

internazionale sull’intelligenza artificiale da parte di altre organizzazioni e forum

internazionali e sovranazionali;

Tenendo conto degli strumenti internazionali applicabili in materia di diritti umani, quali la

Dichiarazione universale dei diritti umani del 1948, la Convenzione per la salvaguardia dei

diritti umani e delle libertà fondamentali del 1950 (STE n. 5), il Patto internazionale sui diritti

civili e politici del 1966, la Convenzione internazionale sui diritti umani del 1966 Patto sui

diritti economici, sociali e culturali, Carta sociale europea del 1961 (STE n. 35), nonché i

rispettivi protocolli, e Carta sociale europea del 1996 (rivista) (STE n. 163);

Memori anche della Convenzione delle Nazioni Unite sui diritti dell’infanzia del 1989 e della

Convenzione delle Nazioni Unite sui diritti delle persone con disabilità del 2006;

Consapevole anche del diritto alla privacy delle persone fisiche e alla protezione dei dati

personali, secondo quanto applicabile e conferito, ad esempio, dalla Convenzione sulla

protezione delle persone rispetto al trattamento automatizzato dei dati di carattere

personale del 1981 (STE n. 108) e i suoi protocolli;

Affermando l’impegno delle Parti a tutelare i diritti umani, la democrazia e lo stato di diritto

e a promuovere l’affidabilità dei sistemi di intelligenza artificiale attraverso la presente

Convenzione,

Hanno convenuto quanto segue:

Capo I – Disposizioni generali
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Articolo 1 – Oggetto e finalità

1.            Le disposizioni della presente Convenzione mirano a garantire che le attività nel ciclo

di vita dei sistemi di intelligenza artificiale siano pienamente coerenti con i diritti umani, la

democrazia e lo stato di diritto.

2.            Ciascuna Parte adotta o mantiene misure legislative, amministrative o di altro tipo

adeguate per dare effetto alle disposizioni della presente Convenzione. Tali misure sono

graduate e differenziate secondo quanto necessario in considerazione della gravità e della

probabilità che si verifichino impatti negativi sui diritti umani, sulla democrazia e sullo Stato

di diritto durante l'intero ciclo di vita dei sistemi di intelligenza artificiale. Ciò può includere

misure specifiche o orizzontali che si applicano indipendentemente dal tipo di tecnologia

utilizzata.

3.         In order to ensure effective implementation of its provisions by the Parties, this

Convention establishes a follow-up mechanism and provides for international co-operation.

Article 2 – Definition of artificial intelligence systems

For the purposes of this Convention, “artificial intelligence system” means a machine-based

system that for explicit or implicit objectives, infers, from the input it receives, how to

generate outputs such as predictions, content, recommendations or decisions that may

influence physical or virtual environments. Different artificial intelligence systems vary in

their levels of autonomy and adaptiveness after deployment.

Article 3 – Scope

1.            The scope of this Convention covers the activities within the lifecycle of artificial

intelligence systems that have the potential to interfere with human rights, democracy and

the rule of law as follows:

a.   Each Party shall apply this Convention to the activities within the lifecycle of

artificial intelligence systems undertaken by public authorities, or private actors

acting on their behalf.

b.   Each Party shall address risks and impacts arising from activities within the

lifecycle of artificial intelligence systems by private actors to the extent not covered

in subparagraph a in a manner conforming with the object and purpose of this

Convention.

     Each Party shall specify in a declaration submitted to the Secretary General of the

Council of Europe at the time of signature or when depositing its instrument of

ratification, acceptance, approval or accession, how it intends to implement this

obligation, either by applying the principles and obligations set forth in Chapters II

to VI of this Convention to activities of private actors or by taking other appropriate

measures to fulfil the obligation set out in this subparagraph. Parties may, at any

time and in the same manner, amend their declarations.

When implementing the obligation under this subparagraph, a Party may not

derogate from or limit the application of its international obligations undertaken to

protect human rights, democracy and the rule of law.
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2.             A Party shall not be required to apply this Convention to activities within the lifecycle

of artificial intelligence systems related to the protection of its national security interests,

with the understanding that such activities are conducted in a manner consistent with

applicable international law, including international human rights law obligations, and with

respect for its democratic institutions and processes.

3.             Without prejudice to Article 13 and Article 25, paragraph 2, this Convention shall not

apply to research and development activities regarding artificial intelligence systems not yet

made available for use, unless testing or similar activities are undertaken in such a way that

they have the potential to interfere with human rights, democracy and the rule of law.

4.             Matters relating to national defence do not fall within the scope of this Convention.

Chapter II – General obligations

Article 4 – Protection of human rights

Each Party shall adopt or maintain measures to ensure that the activities within the lifecycle

of artificial intelligence systems are consistent with obligations to protect human rights, as

enshrined in applicable international law and in its domestic law.

Article 5 – Integrity of democratic processes and respect for the rule of law

1.            Each Party shall adopt or maintain measures that seek to ensure that artificial

intelligence systems are not used to undermine the integrity, independence and

effectiveness of democratic institutions and processes, including the principle of the

separation of powers, respect for judicial independence and access to justice.

2.            Each Party shall adopt or maintain measures that seek to protect its democratic processes
in the context of activities within the lifecycle of artificial intelligence systems, including
individuals’ fair access to and participation in public debate, as well as their ability to freely form
opinions.

Chapter III – Principles related to activities within the lifecycle of artificial intelligence systems

Article 6 – General approach

This chapter sets forth general common principles that each Party shall implement in

regard to artificial intelligence systems in a manner appropriate to its domestic legal system

and the other obligations of this Convention.

Article 7 – Human dignity and individual autonomy

Each Party shall adopt or maintain measures to respect human dignity and individual

autonomy in relation to activities within the lifecycle of artificial intelligence systems.

Article 8 – Transparency and oversight

Each Party shall adopt or maintain measures to ensure that adequate transparency and

oversight requirements tailored to the specific contexts and risks are in place in respect of

activities within the lifecycle of artificial intelligence systems, including with regard to the

identification of content generated by artificial intelligence systems.

Article 9 – Accountability and responsibility
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Each Party shall adopt or maintain measures to ensure accountability and responsibility for

adverse impacts on human rights, democracy and the rule of law resulting from activities

within the lifecycle of artificial intelligence systems.

Article 10 – Equality and non-discrimination

1.            Each Party shall adopt or maintain measures with a view to ensuring that activities

within the lifecycle of artificial intelligence systems respect equality, including gender

equality, and the prohibition of discrimination, as provided under applicable international

and domestic law.

2.             Each Party undertakes to adopt or maintain measures aimed at overcoming

inequalities to achieve fair, just and equitable outcomes, in line with its applicable domestic

and international human rights obligations, in relation to activities within the lifecycle of

artificial intelligence systems.

Article 11 – Privacy and personal data protection

Each Party shall adopt or maintain measures to ensure that, with regard to activities within

the lifecycle of artificial intelligence systems:

a.   privacy rights of individuals and their personal data are protected, including

through applicable domestic and international laws, standards and frameworks;

and

b.   effective guarantees and safeguards have been put in place for individuals, in

accordance with applicable domestic and international legal obligations.

Article 12 – Reliability

Each Party shall take, as appropriate, measures to promote the reliability of artificial

intelligence systems and trust in their outputs, which could include requirements related to

adequate quality and security throughout the lifecycle of artificial intelligence systems.

Article 13 – Safe innovation

With a view to fostering innovation while avoiding adverse impacts on human rights,

democracy and the rule of law, each Party is called upon to enable, as appropriate, the

establishment of controlled environments for developing, experimenting and testing

artificial intelligence systems under the supervision of its competent authorities.

Chapter IV – Remedies

Article 14 – Remedies

1.            Each Party shall, to the extent remedies are required by its international obligations

and consistent with its domestic legal system, adopt or maintain measures to ensure the

availability of accessible and effective remedies for violations of human rights resulting

from the activities within the lifecycle of artificial intelligence systems.

2.            With the aim of supporting paragraph 1 above, each Party shall adopt or maintain

measures including:

a.   measures to ensure that relevant information regarding artificial intelligence

systems which have the potential to significantly affect human rights and their

relevant usage is documented, provided to bodies authorised to access that
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information and, where appropriate and applicable, made available or

communicated to affected persons;

b.   measures to ensure that the information referred to in subparagraph a is

sufficient for the affected persons to contest the decision(s) made or substantially

informed by the use of the system, and, where relevant and appropriate, the use

of the system itself; and

c.   an effective possibility for persons concerned to lodge a complaint to competent

authorities.

Article 15 – Procedural safeguards

1.             Each Party shall ensure that, where an artificial intelligence system significantly

impacts upon the enjoyment of human rights, effective procedural guarantees, safeguards

and rights, in accordance with the applicable international and domestic law, are available

to persons affected thereby.

2.             Each Party shall seek to ensure that, as appropriate for the context, persons

interacting with artificial intelligence systems are notified that they are interacting with such

systems rather than with a human.

Chapter V – Assessment and mitigation of risks and adverse impacts

Article 16 – Risk and impact management framework

1.            Each Party shall, taking into account the principles set forth in Chapter III, adopt or

maintain measures for the identification, assessment, prevention and mitigation of risks

posed by artificial intelligence systems by considering actual and potential impacts to

human rights, democracy and the rule of law.

2.             Such measures shall be graduated and differentiated, as appropriate, and:

a.   take due account of the context and intended use of artificial intelligence systems,

in particular as concerns risks to human rights, democracy, and the rule of law;

b.   take due account of the severity and probability of potential impacts;

c.   consider, where appropriate, the perspectives of relevant stakeholders, in

particular persons whose rights may be impacted;

d.   apply iteratively throughout the activities within the lifecycle of the artificial

intelligence system;

e.   include monitoring for risks and adverse impacts to human rights, democracy, and

the rule of law;

f.    include documentation of risks, actual and potential impacts, and the risk

management approach; and

g.   require, where appropriate, testing of artificial intelligence systems before making

them available for first use and when they are significantly modified;

3.             Each Party shall adopt or maintain measures that seek to ensure that adverse

impacts of artificial intelligence systems to human rights, democracy, and the rule of law

are adequately addressed. Such adverse impacts and measures to address them should be

documented and inform the relevant risk management measures described in paragraph 2.
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4.             Each Party shall assess the need for a moratorium or ban or other appropriate

measures in respect of certain uses of artificial intelligence systems where it considers such

uses incompatible with the respect for human rights, the functioning of democracy or the

rule of law.

Chapter VI – Implementation of the Convention

Article 17 – Non-discrimination

The implementation of the provisions of this Convention by the Parties shall be secured

without discrimination on any ground, in accordance with their international human rights

obligations.

Article 18 – Rights of persons with disabilities and of children

Each Party shall, in accordance with its domestic law and applicable international

obligations, take due account of any specific needs and vulnerabilities in relation to respect

for the rights of persons with disabilities and of children.

Article 19 – Public consultation

Each Party shall seek to ensure that important questions raised in relation to artificial

intelligence systems are, as appropriate, duly considered through public discussion and

multistakeholder consultation in the light of social, economic, legal, ethical, environmental

and other relevant implications.

Article 20 – Digital literacy and skills

Each Party shall encourage and promote adequate digital literacy and digital skills for all

segments of the population, including specific expert skills for those responsible for the

identification, assessment, prevention and mitigation of risks posed by artificial intelligence

systems.

Article 21 – Safeguard for existing human rights

Nothing in this Convention shall be construed as limiting, derogating from or otherwise

affecting the human rights or other related legal rights and obligations which may be

guaranteed under the relevant laws of a Party or any other relevant international

agreement to which it is party.

Article 22 – Wider protection

None of the provisions of this Convention shall be interpreted as limiting or otherwise

affecting the possibility for a Party to grant a wider measure of protection than is stipulated

in this Convention.

Chapter VII – Follow-up mechanism and co-operation

Article 23 – Conference of the Parties

1.            The Conference of the Parties shall be composed of representatives of the Parties to

this Convention.

2.            The Parties shall consult periodically with a view to:

a.   facilitating the effective application and implementation of this Convention,

including the identification of any problems and the effects of any reservation

made in pursuance of Article 34, paragraph 1, or any declaration made under this
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Convention;

b.   considering the possible supplementation to or amendment of this Convention;

c.   considering matters and making specific recommendations concerning the

interpretation and application of this Convention;

d.   facilitating the exchange of information on significant legal, policy or technological

developments of relevance, including in pursuit of the objectives defined in Article

25, for the implementation of this Convention;

e.   facilitating, where necessary, the friendly settlement of disputes related to the

application of this Convention; and

f.    facilitating co-operation with relevant stakeholders concerning pertinent aspects

of the implementation of this Convention, including through public hearings where

appropriate.

3.            The Conference of the Parties shall be convened by the Secretary General of the

Council of Europe whenever necessary and, in any case, when a majority of the Parties or

the Committee of Ministers requests its convocation.

4.            The Conference of the Parties shall adopt its own rules of procedure by consensus

within twelve months of the entry into force of this Convention.

5.            The Parties shall be assisted by the Secretariat of the Council of Europe in carrying out

their functions pursuant to this article.

6.            The Conference of the Parties may propose to the Committee of Ministers

appropriate ways to engage relevant expertise in support of the effective implementation

of this Convention.

7.            Any Party which is not a member of the Council of Europe shall contribute to the

funding of the activities of the Conference of the Parties. The contribution of a non-member

of the Council of Europe shall be established jointly by the Committee of Ministers and that

non-member.

8.            The Conference of the Parties may decide to restrict the participation in its work of a

Party that has ceased to be a member of the Council of Europe under Article 8 of the

Statute of the Council of Europe (ETS No. 1) for a serious violation of Article 3 of the Statute.

Similarly, measures can be taken in respect of any Party that is not a member State of the

Council of Europe by a decision of the Committee of Ministers to cease its relations with

that State on grounds similar to those mentioned in Article 3 of the Statute.

Article 24 – Reporting obligation

1.            Each Party shall provide a report to the Conference of the Parties within the first two

years after becoming a Party, and then periodically thereafter with details of the activities

undertaken to give effect to Article 3, paragraph 1, sub-paragraphs a and b.

2.            The Conference of the Parties shall determine the format and the process for the

report in accordance with its rules of procedure.

Article 25 – International co-operation
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1.         The Parties shall co-operate in the realisation of the purpose of this Convention.

Parties are further encouraged, as appropriate, to assist States that are not Parties to this

Convention in acting consistently with the terms of this Convention and becoming a Party to

it.

2.         The Parties shall, as appropriate, exchange relevant and useful information between

themselves concerning aspects related to artificial intelligence which may have significant

positive or negative effects on the enjoyment of human rights, the functioning of

democracy and the observance of the rule of law, including risks and effects that have

arisen in research contexts and in relation to the private sector. Parties are encouraged to

involve, as appropriate, relevant stakeholders and States that are not Parties to this

Convention in such exchanges of information.

3.         The Parties are encouraged to strengthen co-operation, including with relevant

stakeholders where appropriate, to prevent and mitigate risks and adverse impacts on

human rights, democracy and the rule of law in the context of activities within the lifecycle

of artificial intelligence systems.

Article 26 – Effective oversight mechanisms

1.             Each Party shall establish or designate one or more effective mechanisms to oversee

compliance with the obligations in this Convention.

2.             Each Party shall ensure that such mechanisms exercise their duties independently

and impartially and that they have the necessary powers, expertise and resources to

effectively fulfil their tasks of overseeing compliance with the obligations in this Convention,

as given effect by the Parties.

3.             In case a Party has provided for more than one such mechanism, it shall take

measures, where practicable, to facilitate effective cooperation among them.

4.             In case a Party has provided for mechanisms different from existing human rights

structures, it shall take measures, where practicable, to promote effective cooperation

between the mechanisms referred to in paragraph 1 and those existing domestic human

rights structures.

Chapter VIII – Final clauses

Article 27 – Effects of the Convention

1.            If two or more Parties have already concluded an agreement or treaty on the matters

dealt with in this Convention, or have otherwise established relations on such matters, they

shall also be entitled to apply that agreement or treaty or to regulate those relations

accordingly, so long as they do so in a manner which is not inconsistent with the object and

purpose of this Convention.

2.         Parties which are members of the European Union shall, in their mutual relations,

apply European Union rules governing the matters within the scope of this Convention

without prejudice to the object and purpose of this Convention and without prejudice to its

full application with other Parties. The same applies to other Parties to the extent that they

are bound by such rules.

Article 28 – Amendments
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1.             Amendments to this Convention may be proposed by any Party, the Committee of

Ministers of the Council of Europe or the Conference of the Parties.

2.             Any proposal for amendment shall be communicated by the Secretary General of the

Council of Europe to the Parties.

3.             Any amendment proposed by a Party, or the Committee of Ministers, shall be

communicated to the Conference of the Parties, which shall submit to the Committee of

Ministers its opinion on the proposed amendment.

4.             The Committee of Ministers shall consider the proposed amendment and the opinion

submitted by the Conference of the Parties and may approve the amendment.

5.             The text of any amendment approved by the Committee of Ministers in accordance

with paragraph 4 shall be forwarded to the Parties for acceptance.

6.             Any amendment approved in accordance with paragraph 4 shall come into force on

the thirtieth day after all Parties have informed the Secretary General of their acceptance

thereof.

Article 29 – Dispute settlement

In the event of a dispute between Parties as to the interpretation or application of this

Convention, these Parties shall seek a settlement of the dispute through negotiation or any

other peaceful means of their choice, including through the Conference of the Parties, as

provided for in Article 23, paragraph 2,

sub-paragraph e.

Article 30 – Signature and entry into force

1.             This Convention shall be open for signature by the member States of the Council of

Europe, the non-member States which have participated in its drafting and the European

Union.

2.             This Convention is subject to ratification, acceptance or approval. Instruments of

ratification, acceptance or approval shall be deposited with the Secretary General of the

Council of Europe.

3.             This Convention shall enter into force on the first day of the month following the

expiration of a period of three months after the date on which five signatories, including at

least three member States of the Council of Europe, have expressed their consent to be

bound by this Convention in accordance with paragraph 2.

4.             In respect of any signatory which subsequently expresses its consent to be bound by

it, this Convention shall enter into force on the first day of the month following the

expiration of a period of three months after the date of the deposit of its instrument of

ratification, acceptance or approval.

Article 31 – Accession

1.             After the entry into force of this Convention, the Committee of Ministers of the

Council of Europe may, after consulting the Parties to this Convention and obtaining their

unanimous consent, invite any

non-member State of the Council of Europe which has not participated in the elaboration of

19/05/24, 21:38 Result details

https://search.coe.int/cm/Pages/result_details.aspx?ObjectId=0900001680afb11f 10/13



this Convention to accede to this Convention by a decision taken by the majority provided

for in Article 20.d of the Statute of the Council of Europe, and by unanimous vote of the

representatives of the Parties entitled to sit on the Committee of Ministers.

2.             In respect of any acceding State, this Convention shall enter into force on the first day

of the month following the expiration of a period of three months after the date of deposit

of the instrument of accession with the Secretary General of the Council of Europe.

Article 32 – Territorial application

1.             Any State or the European Union may, at the time of signature or when depositing its

instrument of ratification, acceptance, approval or accession, specify the territory or

territories to which this Convention shall apply.

2.             Any Party may, at a later date, by a declaration addressed to the Secretary General of

the Council of Europe, extend the application of this Convention to any other territory

specified in the declaration. In respect of such territory, this Convention shall enter into

force on the first day of the month following the expiration of a period of three months

after the date of receipt of the declaration by the Secretary General.

3.             Any declaration made under the two preceding paragraphs may, in respect of any

territory specified in said declaration, be withdrawn by a notification addressed to the

Secretary General of the Council of Europe. The withdrawal shall become effective on the

first day of the month following the expiration of a period of three months after the date of

receipt of such notification by the Secretary General.

Article 33 – Federal clause

1.             A federal State may reserve the right to assume obligations under this Convention

consistent with its fundamental principles governing the relationship between its central

government and constituent states or other similar territorial entities, provided that this

Convention shall apply to the central government of the federal State.

2.             With regard to the provisions of this Convention, the application of, which come

under the jurisdiction of constituent states or other similar territorial entities that are not

obliged by the constitutional system of the federation to take legislative measures, the

federal government shall inform the competent authorities of such states of the said

provisions with its favourable opinion, and encourage them to take appropriate action to

give them effect.

Article 34 – Reservations

1.            By a written notification addressed to the Secretary General of the Council of Europe,

any State may, at the time of signature or when depositing its instrument of ratification,

acceptance, approval or accession, declare that it avails itself of the reservation provided

for in Article 33, paragraph 1.

2.            No other reservation may be made in respect of this Convention.

Article 35 – Denunciation

1.            Any Party may, at any time, denounce this Convention by means of a notification

addressed to the Secretary General of the Council of Europe.
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2.            Such denunciation shall become effective on the first day of the month following the

expiration of a period of three months after the date of receipt of the notification by the

Secretary General.

Article 36 – Notification

The Secretary General of the Council of Europe shall notify the member States of the

Council of Europe, the non-member States which have participated in the drafting of this

Convention, the European Union, any signatory, any contracting State, any Party and any

other State which has been invited to accede to this Convention, of:

a.   any signature;

b.   the deposit of any instrument of ratification, acceptance, approval or accession;

c.   any date of entry into force of this Convention, in accordance with Article 30,

paragraphs 3 and 4, and Article 31, paragraph 2;

d.   any amendment adopted in accordance with Article 28 and the date on which

such an amendment enters into force;

e.   any declaration made in pursuance of Article 3, paragraph 1, sub-paragraph b;

f.    any reservation and withdrawal of a reservation made in pursuance of Article 34;

g.   any denunciation made in pursuance of Article 35;

h.   any other act, declaration, notification or communication relating to this

Convention.

In witness whereof the undersigned, being duly authorised thereto, have signed this

Convention.

Done in [place], this … day of [month] 202[4], in English and in French, both texts being

equally authentic, in a single copy which shall be deposited in the archives of the Council of

Europe. The Secretary General of the Council of Europe shall transmit certified copies to

each member State of the Council of Europe, to the non-member States which have

participated in the drafting of this Convention, to the European Union and to any State

invited to accede to this Convention.
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